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ABSTRACT

Due to the ubiquitous availability of smartphones and dig-
ital cameras, the number of photos/videos online has in-
creased rapidly. Therefore, it is challenging to efficiently
browse multimedia content and obtain a summary of an
event from a large collection of photos/videos aggregated
in social media sharing platforms such as Flickr and Insta-
gram. To this end, this paper presents the EventBuilder
system that enables people to automatically generate a sum-
mary for a given event in real-time by visualizing different
social media such as Wikipedia and Flickr. EventBuilder
has two novel characteristics: (i) leveraging Wikipedia as
event background knowledge to obtain more contextual in-
formation about an input event, and (ii) visualizing an in-
teresting event in real-time with a diverse set of social me-
dia activities. According to our initial experiments on the
YFCC100M dataset from Flickr, the proposed algorithm
efficiently summarizes knowledge structures based on the
metadata of photos/videos and Wikipedia articles.

Categories and Subject Descriptors

H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing; H.5.1 [Information Interfaces
and Presentation]: Multimedia Information Systems
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1. MOTIVATION AND BACKGROUND
The EventBuilder system presented in this study is our so-

lution to the ACM Multimedia 2015 Grand Challenge on au-
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tomatic event summarization from a large collection of pho-
tos/videos. EventBuilder1 is a real-time multimedia event
summarization system which produces an event summary
by visualizing social media such as Flickr. The number of
photos/videos on social media sites has increased rapidly
due to the advancement in smartphone and digital camera
technologies and affordable network connectivity. However,
obtaining an overview of an event from a large collection
of photos/videos, such as the YFCC100M dataset (Ð), is
still a very challenging task due to the following reasons: (i)
the existence of much noise in Flickr metadata, (ii) the big
size of such datasets, and (iii) the difficulty in capturing the
semantics of photos/videos. EventBuilder leverages meta-
data such as user tags, descriptions, spatial information,
etc., of all photos/videos in Ð, and content of Wikipedia
articles, using a feature-pivot approach to build the indices
of event-datasets in Ð. Moreover, EventBuilder introduces a
summarization system which considers aspects such as qual-
ity, diversity, coverage, and redundancy, during the building
process. The summarization system consists of three steps:
(i) the identification of important concepts which should be
described in the event summary, (ii) the composition of a
text digest which covers the maximal number of important
concepts by selecting the minimal number of sentences from
available texts, within the desired summary length, and (iii)
the geo-graphical visualization of the event on Google Maps.

For efficient and fast processing, we compute scores of
all multimedia contents in Ð for the given events and build
indices for event datasets (F) during pre-processing. We in-
clude only those photos/videos in F whose scores are above
a threshold δ. Next, we formulate the problem and introduce
a solution to produce text summaries of events by employ-
ing a sentence selection algorithm inspired by the greedy
algorithm [3]. In the summarization process we consider
a representative set of M photos/videos (R) from F with
the highest scores. In this way, the proposed EventBuilder
system provides an overview of events through text sum-
maries and improves the visualization of events by display-
ing only multimedia contents and their descriptions from R.

1URL: eventbuilder.geovid.org



Since EventBuilder detects events from photos/videos off-
line rather than at search time, our system is time-efficient
and scales well to large repositories. Since we use Wikipedia
as background knowledge for more contextual information
about the event to be summarized, our system can work
well for new events by constructing feature vectors for those
events by leveraging information from Wikipedia. An event
summarization system can schedule event detection algo-
rithms for newly uploaded photos/videos at regular time
intervals to update event datasets.

2. RELATED WORK
There exists significant prior work in the area of event

modeling, detection, and understanding from multimedia
[5, 7, 10, 11]. Earlier methods [4, 9, 15] leveraged metadata
such as user tags, spatial and temporal information to detect
events automatically from a large collection of photos/videos
such as Flickr. Rattenbury et al. [9] extracted place and
event semantics for tags using Flickr metadata. Raad et

al. [8] presented a clustering algorithm for automatically
detecting personal events from photos shared online on the
social network of a specific user by defining an event model
that captures event triggers and relationships that can exist
between events. They also detected multi-site, multi-day,
and multi-person events using the appropriate time-space
granularities. Fabro et al. [2] presented an algorithm for
the summarization of real-life events based on community-
contributed multimedia content using photos from Flickr
and videos from YouTube. They evaluated the coverage of
the produced summaries by comparing them with Wikipedia
articles that report on the corresponding events. Atrey et

al. [1] presented the detection of surveillance events such as
human movements and objects being abandoned, by exploit-
ing visual and aural information. Shah et al. [12] presented
the ATLAS system which detects events such as slide tran-
sitions in a lecture video by exploiting its visual content
and audio transcription. Low level visual features are of-
ten used for event detections or the selection of represen-
tative images from a collection of images/videos [7]. Re-
cently, Papagiannopoulou and Mezaris [6] presented a clus-
tering approach to produce an event-related image collec-
tion summarization using trained visual concept detectors
based on image features such as SIFT, RGB-SIFT and Op-
ponentSIFT. Wang et al. [14] summarized events based on
the minimum description length principle, which is achieved
through learning an HMM from the event data. Filatova
and Hatzivassiloglou [3] proposed a set of event-based fea-
tures which not only offers an improvement in summary
quality over words as features (based on tf-idf scores), but
also avoids redundancies in event summaries.

3. SYSTEM OVERVIEW
Figure 1 shows the system framework of EventBuilder.

First, it performs event-wise classification and indexing of all
photos/videos in social media datasets such as YFCC100M
(Ð). Next, it solves the problem formulation of event sum-
marization based on a greedy algorithm using event-based
features which represent concepts (i.e., important event-
related information), as described by Filatova and Hatzi-
vassiloglou [3]. Concepts associate the actions described in
texts extracted from user descriptions and Wikipedia arti-
cles through verbs or action nouns labeling the event itself.
Hence, an event summarization can be formulated as a max-

imum coverage problem. However, this problem is NP-hard,
as it can be reduced to the well-known set cover problem.
Thus, event summarization can be solved only in polynomial
time by approximation algorithms.

Notations. Let Ne, Te, Se, and Ke be the feature vectors
for event name, temporal information, spatial information,
and keywords of an event e, respectively. The keywords of
e are selected from the noun phrases used in the Wikipedia
article of e. Let D be the list of 1080 camera models from
Flickr, which are ranked based on their sensor sizes. Let
Ni, Ti, Si, Ki, and Di be the feature vectors of photo/video
i in Ð for event name, temporal information, spatial in-
formation, keywords, and camera model, respectively, and
let ξ(Ni, Ne), λ(Ti, Te), γ(Si, Se), µ(Ki, Ke), and ρ(Di, D)
be their corresponding similarity scores with e. Let R be
the representative set for e, consisting of the top M pho-
tos/videos with the highest scores in an event dataset F .
Let T be the set of all sentences which are extracted from
the description of photos/videos in R and contents of the
Wikipedia article of e, and are used to produce a text sum-
mary S . Let |S| and L̄ be the current word count and the
word limit for S , respectively. Let K and Y be the set of all
concepts (ck) of e and the set of corresponding weights (yk),
respectively. Let v(s) be the score for a sentence s, which is
the sum of the weights of all concepts it covers. Let t(i) be
the upload time of i. Let ω(s) be a binary indicator variable
which indicates if s is selected in the summary or not. Let
d(i) be a binary indicator variable which specifies if i has a
description or not. Let p(c, s) and β(s, i) be 1 if c ∈ s and
s ∈ i, respectively, or otherwise 0.

Event Dataset and Experimental Settings. The
score u(i, e) of i for e is computed by a linear combina-
tion of similarity scores as follows: u(i, e) = (w1 ξ(Ni, Ne)+
w2 λ(Ti, Te) + w3 γ(Si, Se) + w4 µ(Ki, Ke) + w5 ρ(Di, D)),
where wi′

5
i′=1 are weights for different similarity scores such

that
∑5

i′=1
wi′ = 1. We construct the event dataset F by in-

dexing only those photos/videos of Ð whose scores u(i, e) are
above threshold δ. We set the weights as follows: w1 = 0.40,
w2 = 0.20, w3 = 0.15, w4 = 0.20, and w5 = 0.05, after ini-
tial experiments on the development set for event detection.
We allocate only 5% of the total score for the camera model
based on the heuristic that a good camera leads to a better
quality photo/video which results in a better visualization of
the event. All similarity scores, thresholds, and other scores
are normalized to values [0, 1]. Let L̄ and M be system
parameters to limit the summary length (number of words)
and the number of photos/videos to be considered in the
event summarization, respectively.

Problem Formulation for Text Summary. An event
summary S is produced by extracting some sentences from
T , which cover important concepts. With the above nota-
tions and functions, we write the problem formulation for
the event summarization as follows:

min
∑

(s∈T )∧(i∈R)

ω(s)β(s, i) (1a)

s.t.

∑

s∈T

ω(s) p(c, s) ≥ 1, ∀ c ∈ K (1b)

v(s) ≥ η, ∀ s ∈ T (1c)

|S| ≤ L̄, (1d)

d(i) = 1, ∀ i ∈ R (1e)

t(i) ≤ τ, ∀ i ∈ R (1f)

ω(s) ∈ {0, 1}, ∀ s ∈ T (1g)
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Figure 1: System framework of EventBuilder.

c1 c2 c3 c4 ... c|K|

s1 1 1 0 1 ... 1
s2 0 1 1 0 ... 0
... ... ... ... ... ... ...

s|T | 1 0 0 1 ... 1

Table 1: Matrix model for event summarization.

p(c, s) ∈ {0, 1}, ∀ s ∈ T , ∀ c ∈ K (1h)

β(s, i) ∈ {0, 1}, ∀ s ∈ T , ∀ i ∈ R (1i)

The objective function in Eq. (1a) solves the problem of
event summarization and selects the minimal number of sen-
tences which cover the maximal number of important con-
cepts within the desired length of a summary. Eqs. (1b) and
(1c) ensure that each concept is covered by at least one sen-
tence with a score above threshold η. Eq. (1d) assures that
the length constraint of the summarization is met. Eqs. (1e)
and (1f) ensure that i has a description and is uploaded be-
fore the given timestamp τ . Eqs. (1g), (1h), and (1i) ensure
that a concept, sentence, and photo is either present or ab-
sent in the sentence selected for the summarization.

Algorithm 1 Event summarization algorithm.

1: procedure EventSummarization

2: INPUT: An event e and a time stamp τ

3: OUTPUT: A text summary SV
4: K̄ = [], |S| = 0, S̄ = 200 ⊲ initialization.
5: (K, Y) = getEventConceptsAndWeights(e) ⊲ see [3].
6: F = getEventDataset(e) ⊲ pre-processed event dataset.
7: R = getRepresentativeSet(e, F) ⊲ representative photos.
8: T = getSentences(e, R) ⊲ user description, Wiki texts.
9: while ((|S| ≤ L̄)∧(K 6= K̄)) do ⊲ K̄ is covered concepts.

10: c = getUncoveredConcept(K, K̄) ⊲ important c first.
11: s = getSentence(c, Y , K̄, T ) ⊲ c ∈ s ∧ v(s) is max.
12: updateCoveredConceptList(s, K̄) ⊲ add all c ∈ s to K̄.
13: addToEventTextSummary(s, S) ⊲ add s to summary.
14: for each sentence s ∈ T do ⊲ say, s ∈ photo/video i.
15: updScr(s, Y , K̄) ⊲ v(s)= u(i, e) ×

∑
c∈s,c /∈K̄

y.

Solution. A greedy algorithm is reportedly the best pos-
sible polynomial approximation algorithm to solve NP-hard
problems such as the set cover problem (i.e., an event sum-
marization problem in our case). We introduce a greedy
algorithm which iteratively adds sentences to the event sum-
mary S , until it either achieves the desired length L̄ or covers
all concepts. Hence, the maximal number of important con-

cepts are covered in the summary. Every time, when a new
sentence is added to the summary, we check whether it con-
tains enough new important concepts to avoid redundancy.
We have formulated the problem of event summarization in

terms of a matrix model, as shown in Table 1. Sentences and
important concepts are mapped onto a |T |×|K| matrix. An
entry of this matrix is 1 if the concept (column) is present in
the sentence (row), otherwise it is 0. We take advantage of
this model matrix to avoid redundancy by globally selecting
the sentences that cover the most important concepts (i.e.,
information) present in user descriptions and Wikipedia ar-
ticles. Using the above matrix, it is possible to formulate
the event summarization problem as equivalent to extract-
ing the minimal number of sentences which cover all the
important concepts. In our approximation algorithm, we
constrain the total length of the summary with respect to
the total weight of covered concepts, in order to handle the
cost of long summaries. Our adaptive greedy algorithm for
the event summarization is motivated by the summarization
algorithm presented by Filatova and Hatzivassiloglou [3].

Algorithm 1 presents our summarization algorithm. First,
we determine all event-related important concepts and their
weights, as described by Filatova and Hatzivassiloglou [3].
Next, we extract all sentences from the user description
of photos/videos in the representative set and texts in the
Wikipedia article of an event e. We compute the score of a
sentence by multiplying the sum of weights of all concepts it
covers and the score of the photo/video which this sentence
belongs to. Since each concept has different importance, we
cover important concepts first. We consider only those sen-
tences that contain the concept with the highest weight that
has not yet been covered. Among these sentences, we choose
the sentence with the highest total score and add it to the
final event summary. Then we add the concepts which are
covered by this sentence to the list of covered concepts K̄ in
the final summary. Before adding further sentences to the
event summary, we recalculate the scores of all sentences by
not considering the weight of all the concepts that are al-
ready covered in the event summary. We continue adding
sentences to S until we obtain a summary of the desired
length L̄ or a summary covering all concepts.

4. EVALUATION
Dataset. The YFCC100M [13] (Yahoo! Flickr Creative

Commons 100M) dataset, consisting of a total of 100 mil-
lion photos/videos (approximately 99 million photos and 1
million videos) from Flickr, were provided with several meta-
data annotations such as user tags, spatial and temporal in-
formation, etc., for the Yahoo-Flickr Event Summarization
Challenge. To evaluate the proposed automatic summariza-
tion systems, the organizers have provided several events
and timestamps, as listed in Table 2.



Event Timestamp @ Infor- Exper- Accep- Event Timestamp @ Infor- Exper- Accep-
Name 12:00am UTC mative ience tance Name 12:00am UTC mative ience tance

Holi

8 March 2009 3.93 4.13 4.00
Olympic
Games

25 June 2012 3.00 2.60 2.80
1 April 2009 3.80 3.80 3.66 1 Oct 2012 3.33 2.93 3.06
1 April 2011 3.93 4.00 3.93 1 Jan 2015 3.27 3.13 3.13

Avg. Rating 3.87 3.98 3.86 Avg. Rating 3.20 2.87 3.00

Eyjafjall-
ajökull
Erup-
tion

1 April 2010 3.93 3.73 3.80

Batkid

15 Nov 2013 3.93 4.00 3.80
18 April 2010 3.73 3.73 3.73 16 Nov 2013 3.80 4.00 3.73

1 Jan 2014 4.06 4.13 4.0 1 Jan 2014 3.73 3.80 3.67
Avg. Rating 3.91 3.86 3.86 Avg. Rating 3.61 3.93 3.76

Occupy
Move-
ment

19 Sep 2011 2.46 2.53 2.20 Byron
Bay

Blues-
fest

1 June 2011 3.53 3.53 3.40
1 Nov 2011 3.60 3.53 2.93 1 Jan 2015 3.53 3.60 3.60
19 Sep 2012 3.67 3.67 3.67 - - - -

Avg. Rating 2.40 3.24 2.93 Avg. Rating 3.53 3.57 3.50

Hanami
1 Feb 2013 3.60 3.60 3.80

All

Events
Avg. Rating1 June 2013 3.80 4.00 3.93 3.46 3.61 3.54

Avg. Rating 3.70 3.80 3.87

Table 2: Evaluation results for the Yahoo-Flickr Event Summarization Challenge (YFCC100M dataset).

Results. The same algorithm was used for all summaries.
No event-specific tuning was performed. All event sum-
maries in our evaluation cover the maximal number of im-
portant concepts and their summary length is within the
desired word limit. Since the summary evaluation is subjec-
tive in nature, we evaluated the performance through a user
study. We asked fifteen evaluators to assess EventBuilder
and provide scores from 1 to 5, with a higher score indicat-
ing better satisfaction. We defined three perspectives that
evaluators should consider: (i) informativeness, which indi-
cates to what degree a user feels that the summary captures
the essence of the event, (ii) experience, which indicates if
the user thinks the summary is helpful for understanding the
event, and (iii) acceptance, which indicates if a user would
be willing to use this event summarization function if Flickr
were to incorporate it into their system. The default event
summary length L̄ was set to 200 words during evaluation.
Experimental results (see Table 2) indicate that users gener-
ally think that the summaries are informative and can help
them to obtain a quick overview of an event.

5. CONCLUSIONS
The proposed EventBuilder system is a real-time auto-

matic event detection and summarization system. First,
it computes event-wise scores for each photo/video in so-
cial media datasets such as YFCC100M for the given events
and builds event-wise indices. Next, it produces event sum-
maries based on the given events and timestamps in real-
time and facilitates efficient access to a large collection of
photos/videos. In our future work we plan to extend the
approach by exploiting visual contents, in addition to the
available texts, using machine learning methods.
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