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Abstract

We present the practical use of Web services applied toriaittd architecture aimed at facilitating the exchange
and utilization of geotechnical information. Such datafisrdical interest to a large number of municipal, state and
federal agencies as well as private enterprises involveld eiwil infrastructures. The utilization of geotechnical
information is currently hampered by a lack of service isfracture among the heterogeneous data sources operated
under different administrative control. We describe a Walvises based infrastructure to manage geotechnical data
via XML as the common data format.

Introduction

Geotechnical information on soil deposits is critical favildnfrastructures. Local, state and federal agencies; u
versities, and companies need this information for a waétcivil engineering applications, including land usage
and development, and mapping of natural hazards such dgsefaction and earthquake ground motions. Foremost
sources of geotechnical information, geotechnical bdeshare vertical holes drilled in the ground for the purpdse o
obtaining samples of soil and rock materials and determitia stratigraphy, groundwater conditions and/or enginee
ing soil properties [7]. In spite of rather costly drillingerations, boreholes remain the most popular and econbmica
means to obtain subsurface information. These type of datgerfrom basic borehole logs containing a visual inspec-
tion report of soil cuttings to sophisticated compositedimmies combining visual inspection and in-situ, laborator
geotechnical and geophysical tests. Figure 1(a) showsanmer transcript of the Standard Penetration Test (SPT),
a particular type of geotechnical borehole test. Signitiganounts of geotechnical borehole data are generated in
the field from engineering projects each year. As data ditle¢echnologies improve, more and more geotechnical
borehole data from the field and laboratory are directly poedi in, or converted to a digital format.

Furthermore, with the recent ubiquity of communicationwvaks — particularly the Internet — the trend towards

electronic storage and exchange of geotechnical boretadte lths accelerated. One significant constraint is that
geotechnical data is collected and managed by a multitugewafte and public agencies, such as the U.S. Geological
Survey (USGS), the California Department of Transporteff@alTrans), and others. Several pilot efforts are undgrwa
that aim to facilitate electronic access to geotechnidalrination. For instance, the ROSRINRésolution of Site
Response Issues from the Northridge Earthqliakeject has produced an integrated system based on aorelhti
database management system (RDBMS), geographic infamsgistem (GIS) and Internet Map Server (IMS) to
disseminate geotechnical data via the Internet [10]. Th&8% continually publishing seismic Cone Penetration
Test (CPT) data through a web-based system managed Battiequake Hazards Prograi6].

The goal of ourGeotechnical Information Management and Excha(@BVIE) project is to overcome the chal-

lenges inherent in data sharing among heterogeneous datafygositories under different administrative control.
Specifically, the following features and goals have guidedd®sign.
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Figure 1(a). Example of boring log. Figure 1(b). Drillingchsampling activities.

Figure 1: The photographsillustrate the geotechnicahgaactivities from drilling until the soil samples are exael.
The result is a boring log showing stratigraphy, physicaiging record and SPT blow counts.

e Autonomy Each of the archives contains data that is maintained byeeifsporganization (e.g., USGS). For
organizational rather than technical reasons, it is umalels to replicate or cache the data sets at other partici-
pating archives. Data sets may geographically overlap.

e Standardized accestt is desirable to allow direct, programmatic access tdrithisted data sets from end user
applications. To hide the heterogeneity of the numerous stairces, Web services are employed to provide a
standardized interface. Web services build upon the ideaacdssing resources (storage space, compute cycles,
etc.) from a local machine on a powerful remote computerikgrdarlier attempts to enable this functionality,
Web services are broadly accepted and open standardsétmtgported by all major industry vendors.

e Cooperative and efficient query processilghen presented with a query at any one of the participatigizhse
nodes, the overall system must cooperatively execute theest and return all relevant data. For this purpose, an
efficientaccess method required which can rapidly decide which other nodes doqtatentially relevant data
and which do not. The query must then be forwarded to the datelnodes and the result returned expediently
to the querying host.

We describe our design and implementation of the distrb@6&ME infrastructure, comprised of a number of
geographically distributed spatial databases as illtexdran Figure 2. The rest of this paper is organized as follows
Related work is discussed in Section 2. Section 3 introdtleesarious components of the GIME architecture and
illustrates the usability of the GIME approach with a cliapplication. It also presents the results of our perforreanc
evaluation. Conclusions and future research directiomg@antained in Section 4.

2 Related Work

The Open Geospatial Consortium (OGC, www.opengeospatidlhas proposed the OGC Web Services (OWS) to
facilitate the integration of GIS systems and location m&s. OWS is designed as a general framework that enables
distributed geoprocessing systems to communicate with eder through well-defined interfaces. One of the driving



forces behind the current major revision of this framew@WyS-3, is to provide interoperability between different
implementations. It is targeting wide-ranging applicatidrom geospatial sensors to geospatial decision support.

The basic GIME Web services currently use different funtithan OWS. While OWS is an excellent framework,
we chose a different strategy that is based on the Web serstaadards from W3C. OWS and the W3C Web services
standards evolved somewhat in parallel and they are no¢mtlyrcompatible. While OWS focuses specifically on
geospatial applications, the W3C Web services — using the S¢svices Description language (WSDL) to describe
interfaces and the Simple Objects Access Protocol (SOAR)dta transport — target more general applications. As a
result, many of the popular, general development tools ecttiologies such as Eclipse, .NET, and NetBeans, provide
W3C Web service integration. The choices for OWS develogrmensomewhat more limited. One example are the
CarbonTools, an open geospatial .NET development tooBécause of W3C'’s wide support, our implementation
allows us the flexibility to experiment with the newest teicjues such as asynchronous data access (more details on
this are described in Section 3.5). Furthermore, it fat#i access to an ample variety and large library of existing
Web services, some of which are very useful for an overalliegion design. For example, Microsoft MapPoint,
which provides an extensive set of mapping-related featwan be easily incorporated into GIME applications.

Large bodies of work exists in several related sub-fields siscspatial query processing, distributed query pro-
cessing, and geospatial Web services. However, there iedimprior work that combines all these topics. #u
al. [12] surveyed various techniques for optimizing queriedigiributed databases. They assumed a relational model
and queries that are expressed in a QUEL-like tuple relaticaculus. A new qualitative spatial relation model and
a solution to its consistency problem were proposed by Vérad. [11]. A new method to deduce the constraints of
spatial queries is described, thus saving query procesigiegn distributed GIS systems. Jagdrl.[8] presented an
approach to compose various geospatial Web services thigemgric visual interfaces and scientific workflow tools.
The framework encompassed registering, discovering, osing and executing Web services to support distributed
geospatial data processing.

On the commercial side, professional GIS Web service piatfp such as ArcWeb Services from ESRI and the
MapPoint Web Service from Microsoft, provide solutions &velop GIS systems. Our example implementation is
leveraging open source components; however, proprietatippms may be attached through middleware wrappers.

3 Geotechnical Information Management and Exchange (GIME)

3.1 Overview

Figure 2 illustrates the architecture of the GIME systemltMie, distributed geotechnical data archives are adkess
via the Internet. Services are provided such that praogtie in the field can directly store newly acquired data in a
repository while the data customers are able to access tlaaesets in a uniform way. By adopting a Web services
infrastructure, multiple applications, such as a soil éifaction analysis or a borehole visualization can be buoi i
modular fashion.

GIME distinguishes two types of archives on the basis of tht é&ccess allowed: read-write (RW) or read-
only (RO). RW archives host three geotechnical Web sentiwgsovide the interface for distributed applications to
store File Storage Web servic&SWS), query and retriev€(ery & Exchange Web servicQEWS) and visualize
(Visualization Web servic&WS) the geotechnical information. RO archives implenay the QEWS Web service.

In this case, an on-site database administrator may ireeddta directly into the local database. Figure 2 illusgat
the components of an RW archive in the upper, left corner.

Finding the relevant data sets required for a specific agjidic among all the geotechnical archives can be a
daunting task. To conveniently process the spatial quanidsocate the relevant information, we have designed an
efficient query routing algorithm for GIME that automatigaiorwards queries to other known archives and collects
the results before returning the data to the applicatiom &etion 3.3). Such forwarding mechanisms can be effective
as demonstrated previously by the SkyQuery project [9] amcdwn distributed query routing techniques [14].

The retrieved geotechnical borehole data is complex ankistigated in that it contains both well structured and
semi-structured elements. In Figure 1(a), for exampleMhaterial Description(3"¢ column from left) field contains
free-form text, while some of the other columns are welldtieed. Therefore, an efficient data format for storage
and exchange is required that is suitable for the diverdityemtechnical borehole data. In GIME, we use XML as
the preferred container format for both storage and exchaffidporehole data [13]. XML offers many advantages
over other data formats for borehole data [1, 3]. Its treeestire and flexible syntax are ideally suited for descgbin
constantly evolving and annotated borehole data. It alsddetself to an automated visualization capability that
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Figure 2: The GIME architecture is composed of multipletriisited data archives. Some archives are read-only while
others allow read and write access. Each archive contairiddieware utilizing replicated spatial index structures.

converts XML geotechnical data into a graphical view simitathe traditional hardcopy format. The output can be
presented aScalable Vector GraphicsSVG)'. Note that any uploaded data file is first placed in a tempaspagce
where it is validated against the Document Type Definitiom ) or XML Schema for geotechnical data sets. If the
file is accepted the data is then stored in the main database.

3.2 Geotechnical Web Services Functionalities

Web services commonly operate from a combination of a Welaarapplication server and they can be implemented
using many existing tools. Our local GIME prototype testiéitizes the open source software components Apache
Tomcat (web server) and Apache Axis (application serveng dpplication code specific to GIME is embedded within
Axis, which is convenient to use: when Tomcat starts, Axtoaatically compiles the application codes located in its
working directory and generates the necessary object filess

The three main geotechnical Web services provide a numbspeaxfialized methods for programmatic access to

http://www.w3.0rg/Graphics/SVG/



the geotechnical data. The file storage service providestgtirograms with an interface to upload their XML data
files into the main database. During the upload process,-detais extracted and stored. The meta-data includes
specific elements of the imported files to facilitate quegyifihe main purpose of the query and exchange Web service
is to facilitate the dissemination of the valuable geotérdirdata sets and encourage their usage in broad and novel
applications. XML borehole files, although easily readddyle&eomputers, become meaningful to geologists and civil
engineers only after they are rendered into images (e.d5 ®vmat). Therefore, generating SVG files is the main
purpose of the visualization service. The following is & ifthe GIME Application Programming Interface (API)
methods.

GeoPutDTD(): Upload and store a new DTD file on the server (FSWS).
GeoGetDTD(): Retrieve the current DTD file (FSWS).
GeoPutXMLFile(): Upload an XML borehole data file and store it on the server (83W

GeoQuery(): Execute a query expression and return a list of unique ifigstion numbers, one for each
borehole file in the result set (QEWS).

GeoGetXMLFile(): Retrieve an XML borehole data file based on a unique identidicaaumber (QEWS).

GeoVisualization(): Transform the XML borehole file selected with the unique tifemation number into SVG
format on the server (VWS).

GeoGetSVGFile(): Retrieve an SVG borehole file based on a unique identificationber (VWS).

3.3 Efficient Query Routing with Spatial Indexing

Given a federation of independently managed spatial dagabervers, one research challenge is the efficient querying
of this distributed infrastructure. Note that the data setach repository may be disjoint or may overlap with other
archives. To avoid that an application must contact eactea@y repository, we have implemented a distributed query
mechanism that efficiently and automatically forwards égseto other known archives and collects the results before
returning the data to the application. Repository dataaetspatially indexed at a middleware layer via replicated R
trees or Quadtrees [14]. The concept is illustrated in EduiWe first introduce a baseline algorithm for comparison
purposes.

Baseline Method: Exhaustive Query Routing Geotechnical data sets are generally large and valualdehane-
fore they are professionally managed. We consider thistdesemvironment where occasionally, but not very fre-
quently, a repository leaves or joins the collective. Assulie we can compile a list of all the participating archives
This list may not be completely up-to-date at a specific tingtance, but accurate enough to result in few disruptions.
The list is distributed to every archive and a quemyat arrives at a specific node is forwarded to all other néales
exhaustive processing. We call this naive methrldaustive query routinEQR). Even though EQR is inefficient, it

is useful as a baseline mechanism to compare our more septeést models against.

The metric that we use to compare the different techniquéeeisotal number of messages created in the system
to execute a query and collect the results. A lower number of messages redueweork traffic and indicates
better scalability of the system. The number of messagesrgtad by queries with EQR can be represented as
M =2 x @ x (N — 1): the overall number of messag#s is the product of the total number of queri@sand the
number of archived/ in the system. The total is doubled because an equal numbesuf messages are generated.

Query Routing with R-Trees and Quadtrees Spatial Indexing The R-tree [5] and Quadtree [4] families of algo-
rithms are well established for spatial data indexing. Baihd a tree-structure that partitions the overall spate in
successively smaller areas at lower levels of the indexalily. R-trees and Quadtrees are very successfully used in
the core engines of spatial database systems. We use thenoireeway as index structures across multiple spatial
databases to decrease the query forwarding traffic. Spabifiare insert theminimum bounding rectang{®BR) of

the data set of each archive into a global R-tree or QuadB®eeause we prefer to avoid a centralized index server we
further distribute copies of this global index structureeth archive. During query processing, an archive intéssec
each query rectangle with the archive MBRs stored in theallimldex. The query is then only forwarded to candidate
archives whose MBR overlaps with the query rectangle, imately reducing inter-node message traffic significantly.
Figure 3 shows an example with a blue, shaded query rectartglsecting with a green and a brown MBR, respec-
tively. Note that forwarded queries are marked to show they triginated from a server rather than a client to avoid



query loops. The results of forwarded queries are returm#ukt initially contacted server which aggregates them and
returns the set to the client.

The above design requires that the global index structuesyachronized and kept consistent. This necessity
introduces overhead in terms of both communication costraptémentation complexity. However, one characteristic
of this technique greatly reduces the overhead and makesitiactive solution. Because the global index structures
manage bounding rectangles and not individual data pah#s)ges to the data set of any specific archive only resultin
index updates if the MBR changes — and this is very infrequeontsider the following example. An archive manages
1,000 spatial point objects in a two-dimensional space.MBR is generally defined by four of them: the two points
with the most and least values and the two points with the most and leasalues (see examples in Figure 3). Any
insertion or deletion of data objects confined within the M&dnot affect the global index; only changes that either
stretch or shrink the MBR need to be propagated.

With our spatial indexing mechanism the query traffic is @@tliby a factor equal to theelectivitySq of the
query. The selectivity) < Sg < 1, estimates what fraction of the total number of archives mesd to be contacted.
Similarly, the update message trafficis diminished by the factod < Sy < 1 that describes how many of the
data updates (including insertions and deletions) agtuadiult in global index changes. Consequently, the ag¢gega
number of messages is affected by the frequency of data epitathe system. However, we have found in our
experiments that the update traffic is a negligible fractidess than 5% — of the overall message traffic. As described
in the next paragraph, global indexing generally resulta Bignificant reduction of message traffic compared with
EQR, with the benefits being highest when few updates mustdpapated.

700,000

Update message count
- EQR query message count

C 600,000 [ =
X X - R-tree query message count
P X X § 500,000 F -Quadtresqusrymessagecoun!
X O
X |4 X % -
X 5 2 400,000 [
7]
7]
3 ® X = X X § 300,000 [
A X T
> % X [© 200000
X
%5 X 00000 |

\ 100 200 300 400 500 600
MBRs overlap with query area, i.e., Time [Minutes]

data archive must be queried
Query rectangle

X These markers indicate borehole locations
& These markers define boreholes and MBR boundaries

Figure 3: Example of query routing. The blue query rectaimgrsects with two MBRs (brown A and green B) which
results in those archives being queried for data. The medsaifjc is greatly reduced (shown on the right) when only
relevant archives are contacted.

Experimental Validation To validate the efficiency of our query routing design withamirolled and large quan-
tity of access traffic we ported the GIME modules to a simalagnvironment. The query routing component was
implemented with two plug-in modules to enable either thede-and the Quadtree algorithms. In a distributed en-
vironment, the search complexity is dominated by the comication overhead between servers. Therefore, the goal
of our simulation was to quantify the query routing traffimgeated by processing a sequence of spatial range queries
and updates. If a query window intersected with severaleseViBRs, then the query was forwarded to each repos-
itory. Tree update information was broadcast to all servié/e performed our experiments with both synthetic and
real-world spatial data sets and we also created a simalatmdule to analyze the message traffic generated by the
exhaustive query routing (EQR) mechanism with the sametaazuence. Consequently, we were able to measure
the performance differences between the two approaches.

Figure 3 illustrates that our design improves the queryingyterformance significantly. The tree-based designs
result in a decrease of approximately 60% to 70% of intevesemessage traffic compared with exhaustive query
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data files.

routing (with query window sizes of 10% to 20% of the data areEhese results indicate that our techniques are
expected to scale well.

We gained some additional insights into our techniquesthe®R-tree based design, every MBR change translates
into an index structure update. By contrast, we found thah@Quadtree design the index structure updates are
reduced by an order of magnitude. Hence we can concludeithaipdate message traffic to synchronize distributed
Quadtrees is much lower than for R-trees. This is becausé MiBR updates do not affect the Quadtree structure,
hence no index synchronization is necessary.

3.4 GIME Client Application Example

The feasibility of the GIME concepts is illustrated with argale client application shown in Figure 4. This borehole

query and drafting (BQ&D) application is written in Java atemonstrates all the features of GIME, i.e., query and
visualization of borehole data, and exchange of XML files.e Background map is assembled from aerial images
retrieved from the Microsoft TerraServer Web service [2]g#ery window can be selected graphically and the meta-
data of matching borehole files are obtained from GIME and tbeations displayed as dots over the background
map (Figure 4). Borehole meta-data can be viewed by clickimthe dots.

One advantage of a Web services infrastructure over toaditibrowser based applications is that raw data can
be programmatically accessed and locally processed. Fongle, stand-alone engineering programs can import
information from GIME. This integration is illustrated Wit drafting capability in our client. The drafting compohen
produces fence diagrams and Log of Test Borings (LOTBs)aalmser defined alignments, based on the data retrieved
from GIME Web services. A fence diagram is a two dimensiom&iripretation of the soil stratigraphy along a (usually)
vertical plane. The right-most pop-up window in Figure 4distirates the concept of a fence diagram. Fence diagrams
and LOTBs are the fundamental tools for civil engineers tdgeen major geotechnical studies. Traditionally, the
production of these diagrams has required significantidgpéfforts. The drafting application reduces this effort b
automating the drafting process and directly accessincetipgired borehole data via the GIME infrastructure.

An earlier version of the visualization component gener&eG files using Apache Batik. It can be downloaded
from the GIME website and installed as a standalone Javaamoglong with the Batik Squiggle package to display
SVG files. More details are available from the GIME websitatgt://datalab.usc.edu/gime/.



3.5 Asynchronous Data Access

Even though the GIME infrastructure provides an efficierdtisp query routing algorithm, accessing and moving
data in widely distributed environments naturally intrada communications overhead and delays between servers.
Providing low system latency and good response time can fpecidly challenging with services that move large
volumes of data, for example retrieving map informatiomfra Web service such as TerraServer. Web services
provide a synchronous access method and in the worst casmei@esmight become a bottleneck in the system. Hence
a system designer needs to carefully consider performasaes when handling large data sets via Web services.

Novel techniques for asynchronous data access, such astsymus JavaScript and XML (AJAX), aim to reduce
the latency of system responses and increase interactiviy implementation of AJAX is based on the observation
that for a number of tasks only small amounts of data need tetbieved from the server incrementally. In AJAX, a
client adaptively retrieves data from a server based on eample — a user’s interaction and navigation. As a result
the user experiences prompt system responses. While AJ§&aied towards interactive applications, the technique
can also be useful for large-scale simulations that pregrely access volumes of data.

We have implemented a prototype of the GIME system supmpésiynchronous data access. On the client side,
the map data is retrieved from Yahoo! Maps Web Services vieXsb that the latency of map retrieval is diminished.
In addition, we defined the area of the map tiles displayedhenctient program as the borehole data access area.
Once the user submits a spatial query, the client progragnretrieves the query results that overlap with the visible
map area. If the user changes the displayed area of mapritbsavigates to a different location, the client program
will calculate the data access area and retrieve the qusoftreet correspondingly. In essence, the data retrieval
function of GIME is adaptively invoked based on the usertsiiactions. Initial user experience has confirmed that the
responsiveness of the system is notably enhanced.

4 Conclusions and Future Research Directions

We presented our Geotechnical Information Management anddhge architecture aimed at facilitating the utiliza-
tion of geotechnical information. We illustrated the useéss of this design with a relevant application that imple-
ments direct programmatic access to geotechnical datawisVeb services. The Web services are being presently
tested in realistic work environments in collaborationhaitunicipal, state, and federal agencies, as well as interna
tional partners. We plan to extend our work in multiple difegs. First, we anticipate that additional Web services
will be necessary once more sophisticated applicatiorideitieployed. Additionally, for some applications the pro-
gressive streaming of large query result sets would be l@aleBuch that asynchronous processing of — for example
— time-consuming simulations can commence as quickly asilgles
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