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Abstract—A number of recent technological trends have made
data intensive applications such as continuous media (audio and
video) servers a reality. These servers store and retrieve large vol-
umes of data using magnetic disks. Servers consisting of multiple
nodes and large arrays of heterogeneous disk drives have become
a fact of life for several reasons. First, magnetic disks might fail.
Failed disks are almost always replaced with newer disk models
because the current technological trend for these devices is one
of annual increase in both performance and storage capacity.
Second, storage requirements are ever increasing, forcing servers
to be scaled up progressively. In this study, we present a frame-
work to enable parity-based data protection for heterogeneous
storage systems and to compute their mean lifetime. We describe
the tradeoffs associated with three alternative techniques: inde-
pendent subservers, dependent subservers, and disk merging.
The disk merging approach provides a solution for systems that
require highly available secondary storage in environments that
also necessitate maximum flexibility.

Index Terms—Continuous media servers, fault tolerance, data
protection, high availability, heterogeneous storage, magnetic disk
replacement, streaming media servers.

I. INTRODUCTION

APPLICATIONS that utilize digital continuous media, such
as video and audio clips, require vast amounts of storage

space [1]. Large archives may consists of hundreds, if not thou-
sands of disks, to satisfy both the bandwidth and storage require-
ments of the working sets imposed by different applications. Al-
though a single disk is fairly reliable, with a large number of
disks, the aggregate rate of disk failures can be too high. At the
time of this writing, the mean time to failure (MTTF) of a single
disk is on the order of 1 000 000 h; this means that the MTTF
of some disk in a 1000–disk system is on the order of 1000 h
(approximately 42 days).

With those servers that assume a hierarchical storage struc-
ture, a disk failure may not result in an actual loss of data,
because the entire database is tertiary resident [1]–[3]. The
disks cache the most frequently accessed objects to minimize
the number of references to the tertiary. Data redundancy at the
disk level continues to be important because it is undesirable
for a single disk failure to impact all the active displays. With
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no data redundancy and a disk failure, some requests are forced
to retrieve the missing data from tertiary, which usually has a
much lower bandwidth than the aggregate bandwidth of the
disk subsystem. This would diminish the number of simul-
taneous displays that can be supported. Even with redundant
data, multiple failures might force the system to terminate the
service of some active displays. Consequently, we use themean
time to service loss (MTTSL) to quantify the fault resilience
characteristics of the algorithms discussed in this paper. The
terms used throughout our presentation and their definitions are
listed in Table I.

A common technique to protect against both data and service
loss is to add redundancy to the system, either by mirroring data
or adding parity information [4], [5]. There is a vast body of
literature analyzing techniques in support of homogeneous disk
subsystems [6] but very few are concerned with heterogeneous
disk subsystems [7], [8]. From a practical perspective, these
techniques must be extended to support heterogeneous subsys-
tems. This is due to the current technological trends in the area
of magnetic disks, namely, the annual 40%–60% increase in per-
formance and 50%–100% decrease in storage cost [9]. Conse-
quently, it is very likely that failed disks will be replaced by
newer models. In addition, with scalable storage subsystems, a
system might evolve to consist of several disk models.

There are multiple ways of configuring the hardware and or-
ganizing data. These choices are a tradeoff in MTTSL, cost, and
need for detective techniques that dissolve bottlenecks by repli-
cating the data. In this study, we investigate three alternative or-
ganizations.

1) Independent subservers [2], [7], [10]: With this organiza-
tion, a heterogeneous collection of disks is organized into
a collection of subservers, each consisting of a homoge-
neous array of disk drives. A file (e.g., a movie) is assigned
to one subserver—see Fig. 1(a). Hot read-only files (e.g.,
popular movies) might be replicated across the subservers
to avoid formation of hot spots and bottlenecks. The con-
figuration may employ a detective technique to detect hot
spots and replicate the data to dissolve these bottlenecks.

2) Dependent subservers: Similar to the previous technique,
this technique constructs a collection of subservers con-
sisting of homogeneous disks, however, it stripes a file
across the subservers in order to distribute the load of a
sequential retrieval across all subservers—see Fig. 1(b).
(This is an extension of Streaming RAID [11] to a hetero-
geneous collection of subservers.) When compared with
technique 1, this strategy prevents the formation of bottle-
necks and no longer replicates read-only data. However,
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TABLE I
LIST OF TERMS USED REPEATEDLY IN THIS STUDY AND THEIR RESPECTIVEDEFINITIONS

Fig. 1. Partitioning techniques 1 and 2. Each data stripe, e.g.,X , is declustered (X , X , X , with X indicating the parity block). (a) Technique 1:
independent subservers. ObjectsX , Y , etc., are assigned to only one parity group. (b) Technique 2: dependent subservers. ObjectsX , Y , etc., are assigned to all
parity groups.

its MTTSL is inferior due to data dependence among the
subservers.

3) Disk merging [12]: This technique constructs a logical
collection of disk drives from an array of heterogeneous
disk drives. The logical disks appear homogeneous to the
upper software layers of the system. A logical disk drive
might be realized using a fraction of the bandwidth and
storage space provided by several physical disk drives. For
example, in Fig. 2, logical disk number 2 is realized
using a fraction of the bandwidth provided by physical
disk drives 0, 1, and 2 ( , , and ). When compared
with dependent subservers (technique 2), this technique
minimizes the amount of memory required by continuous
media and hence results in the lowest cost per stream.
Moreover, it provides effective support for diverse config-
urations. For example, if a system administrator extends
the storage subsystem with a single new disk drive, this
paradigm can utilize both the storage space and bandwidth
of this disk drive. With the other two techniques, it would
be difficult to form a subserver that consists of a single
disk drive (whose failure would result in reorganization
of data). On the down side, the MTTSL of this technique
is inferior (but usually sufficient) to the other two strate-
gies.

With the homogeneous view created by disk merging, a
parity-based redundancy scheme such as RAID can be applied,

as long as it is modified to handle the following constraint: a
physical disk drive should not form multiple logical disks of
a single parity group. Otherwise, the failure of this physical
disk would result in loss of data, i.e., an entire parity group
would falter at the logical level. In Section II, we describe
analytical models to compute the MTTSL of each technique.
Next, Section III quantifies the performance tradeoffs associ-
ated with each strategy. These results quantify the qualitative
tradeoffs discussed in this section. Conclusions are contained
in Section IV.

II. PARITY-BASED REDUNDANCY FOR

HETEROGENEOUSSTORAGE

The MTTSL is the premier measure to assess the fault
resilience of a storage system. In this section, we derive the
MTTSL for heterogeneous storage systems. As we will see
in Sections II-A–II-C, the MTTSL denotes the inverse of a
system’s failure rate. Hence, a storage system with a MTTSL
of 1000 years has a chance of failure once every 1000 years,
or about 0.01 failures during its normal life span of up to ten
years. MTTSL values that are several orders of magnitude
greater than the physical lifetime of the storage system are
desirable because they indicate that serious failures will be rare.
We start with an overview of our target architecture followed
by a disk merging configuration planner and then proceed to



ZIMMERMANN AND GHANDEHARIZADEH: HIGHLY AVAILABLE AND HETEROGENEOUS CONTINUOUS MEDIA STORAGE SYSTEMS 3

reliability modeling. We introduce a Markov model to compute
the MTTSL of a single parity group in a heterogeneous storage
system. Finally, we extend the model to multiple parity groups.

To support data intensive applications we assume a multi-
node server architecture. Each node is attached to a set of local
disks via an I/O bus, such as SCSI. The nodes are linked with
each other through a high-speed interconnection network. While
we recognize the importance of investigating both disk failures
and node failures, we limit the focus of this paper to disk fail-
ures.

With redundant data, a single failure does not lead to data
loss. Furthermore, if the failed disk is replaced with a new de-
vice, then the data on the new disk can be rebuilt. Therefore, a
server can be said to operate in either of three modes: 1)normal
mode, i.e., all nodes are fully operational; 2degraded mode, i.e.,
some disk or node has failed; and 3)rebuild mode, i.e., the
data on a repaired disk or node is being restored. All of these
three modes must be considered when designing reliability tech-
niques to mask disk and node failures, such that the service to
the applications can be continued.

A. Configuration Planner for Disk Merging

As illustrated in Fig. 2, with the disk merging technique a
physical disk is divided into logical disks, where is
a real value. Exactly how many logical disks are created on top
of the same physical hardware can vary. In this section we de-
scribe a configuration planner which computes logical to phys-
ical mappings based on two optimization criteria: 1) high band-
width utilization and 2) high storage space utilization.

Ideally, we would like to achieve the highest utilization of
both bandwidth and storage space. However, in a heterogeneous
storage system that is not always possible. To illustrate, consider
the following example. We add a new disk to our system which
has twice the storage capacity but the same data transfer rate
as the existing disk drives. Clearly, if we use all its space and
the data stored has a similar access frequency as the data stored
on the existing disks, then the new disk’s bandwidth will be-
come a bottleneck. Hence, the configuration planner needs to
be instructed whether to optimize for space or throughput. The
configuration planner is presented in detail in [14] and we will
summarize its operations here.

1) Planner Operation: Fig. 3 shows the schematic structure
of the configuration planner. It works in two stages:Stage 1 enu-
merates all the possible configuration tuples based on a user sup-
plied description of the disk subsystem under consideration. It
utilizes a database that contains the parameters of all the disk
models that are known to the planner. Its calculations are based
on the analytical models for disk merging [12], [14].Stage 2 fil-
ters the output of Stage 1 by removing configurations that do not
meet the performance objectives of the application. The result
of Stage 2 is a set of proposed configurations that provide full
bandwidth utilization ordered by the lowest cost per stream or,
alternatively, make the best use of the available storage space.

The input parameters to Stage 2 are: a) the minimum desired
number of streams; b) the maximum desired cost per stream;
and c) a hypothetical cost per megabyte (MB) of disk space that
cannot be utilized by continuous media applications. An opti-
mization component calculates the logical costper stream for

each tuple that meets the minimum requirements, according
to the following cost model:

(1)

where is the cost per MB of memory, denotes the cost
of each physical disk drive, is the cost per MB of unused
storage space ( being the total space),is the optimal block
size, and represents the total number of streams that can be
supported.

By including a hypothetical cost for each MB of storage that
cannot be utilized for continuous media, Stage 2 can optionally
optimize for: i) the minimum cost per stream at full bandwidth;
ii) the maximum storage space for continuous media; or iii) a
weighted combination of i) and ii).

The final, qualifying tuples will be output by Stage 2 in
sorted order of ascending total cost per streamas shown in
the example of Table III. For many applications the lowest cost
configuration will also be the best one. In some cases, however,
a slightly more expensive solution might be advantageous. For
example, the total number of streams supported,, is different
for each configuration. Hence, a designer might choose the third
configuration from the top in Table III at a slightly higher cost
per stream but for an increased number of displays (519 versus
425). Alas, in some cases the final decision for a certain config-
uration is application-specific, but the planner will always pro-
vide a comprehensive list of candidates to select from. The final
step is to assign the logical disks generated by the planner
to the physical devices of the storage system in the following
manner. The first complete logical disks are assigned to
physical disk . If can support any fractional disks, then
the next logical disk is constructed from the fractions ofand
other fractional physical disks. An algorithm for finding and
combining the right fractions and a discussion of its complexity
are contained in of [14, App. B]. Next, the planner assigns
logical disks to , and so on, until all logical disks are mapped.

B. Parity Group Assignment

In parity-based systems, the disks are partitioned intoparity
groups. The parity information is computed across the blocks in
a parity group, most commonly with anXOR function. The large
storage space overhead of mirroring is reduced since for a parity
group size of only one th of the space is dedicated to
data redundancy. In the basic case, the disks of a storage system
are partitioned into nonoverlapping parity groups. This scheme
can tolerate one disk failure per parity group. However, when
a parity group operates in degraded mode, each access to the
failed disk triggers the retrieval of blocks from all of the disks
within this parity group to reconstruct the lost data. Thus, the
load on all operational disks increases by 100% under failure,
making this parity group a hot spot for the entire system. To
distribute the additional load more evenly, parity groups may be
rotated such that they overlap [15]. Further improvements can be
achieved by assigning blocks pseudo-randomly to parity groups
[16]. To provide a focused presentation, we will concentrate on
the simple scenario of nonoverlapping parity groups.
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Fig. 2. Technique 3: physical (heterogeneous) and logical (homogeneous) view of a multidisk storage server employing disk merging. Six physical disks are
mapped to 12 logical disks. In addition, a possible parity group assignment to create nonoverlapping parity groups is shown. All of a physical disk’s logical disks
must map to different parity groups(G = 3).

Fig. 3. Configuration planner structure.

TABLE II
SINGLE DISK RELIABILITY FOR THREE COMMERCIAL DISK DRIVES. IN THESE

EXAMPLES, THE MANUFACTURER, SEAGATE TECHNOLOGY LLC, REPORTED

THE RELIABILITY AS MEAN-TIME-BETWEEN-FAILURES (MTBF). A SIMPLE

APPROXIMATION FORMTBF ISMTBF = MTTF +MTTR WHERE

MTTR DENOTES THEMEAN-TIME-TO-REPAIR [13, PP206]. BECAUSEFAILED

DISKS ARETYPICALLY REPLACED AND NOTREPAIRED, THE NOTION OFMTTR
REFERS TOREPLACING THEDISK AND REBUILDING ITS CONTENT ONTO A NEW

DISK. THIS PROCESS CANUSUALLY BE COMPLETEDWITHIN SEVERAL HOURS.
HENCEMTTR�MTTF AND THUS FORMOSTPRACTICAL PURPOSES THE

FOLLOWING APPROXIMATION CAN BEUSED:MTTF � MTBF

When the logical disks that were created with the disk
merging technique are assigned to parity groups, the following
constraint must be considered. Some logical disks may map to
the same physical device and hence be dependent on each other,
i.e., a failure at the physical level may cause multiple logical
disks to become unavailable simultaneously. Consequently, two
dependent logical disks cannot be assigned to the same parity
group. The reason is that with a traditionalXOR-based parity
computation exactlyone data block of a stripe can be recon-
structed as long asall the other blocks of that particular stripe

are available. Consequently, the number of independent parity
groups needs to be larger than any number of logical
disks that map to a single physical disk. This can be formally
expressed with the following parity group size constraint

(2)

where denotes the parity group size, represents the total
number of logical and the number of physical disks, and
denotes the number of logical disks that map to physical disk

(for example in Fig. 2). Note that with the disk
merging technique, a value which is not an integer indicates
that some logical disk is only partially mapped to physical disk
. For example, in Fig. 2 only 50% of is mapped to (for

further details, see [12]).
Fig. 2 shows an example storage system with six

physical disk drives that map to 12 logical disks.
The parity group size is required to be either
less than or equal to

.
Hence, the maximum parity group size of 4 can be accom-
modated by creating or more parity groups . For
illustration purposes, we will use a simple, nonoverlapping
parity group scheme. One possible assignment of the 12
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TABLE III
PLANNER STAGE 2 OUTPUT FOR30 DISKS WITH DISK MERGING(10� ST31200WD, 10� ST32171WD,AND 10� ST34501WD). THESEFINAL TUPLESQ ARE

SORTEDACCORDING TOTHEIR INCREASING, ADJUSTEDCOSTC (FOURTH COLUMN FROM THE RIGHT) WHICH INCLUDES A HYPOTHETICAL COST FOREACH MB
THAT CANNOT BE UTILIZED FOR CONTINUOUS MEDIA (W$ = $0:05 PER MB IN THIS EXAMPLE, M$ = $1 PER MB OF MEMORY AND

D$ = $500 PER DISK DRIVE). THE MINIMUM NUMBER OF STREAMS DESIRED WAS300

logical disks to three parity groups is
as follows (also illustrated in Fig. 2): ,

, and .
From the above parity group assignment we can further de-

termine which physical disks participate in each of the parity
groups (“ ” denotes “maps to”)

C. Reliability Modeling

With the help of data replication or parity coding, the reli-
ability of a disk array can be greatly improved. Several studies
have quantified the reliability of homogeneous disk arrays in the
context of continuous media servers with mirroring [17], parity
coding schemes (RAID) [1], [5], [6], [18], [19], or a combina-
tion of both [20]. The concepts of reliability or fault tolerance
involve a large number of issues concerning software, hardware
(mechanics and electronics), and environmental (e.g., power)
failures. A large body of work already exists in the field of reli-
able computer design and it will provide the foundation for this
section. Because it is beyond the scope of this paper to cover all
the relevant issues, we will restrict our presentation to the relia-
bility aspects of the disk hardware.

1) Analytical Model for Reliability: Thereliability function
of a system, denoted , is defined as the probability that
the system will perform satisfactorily from time zero to time,
given that it is initially operational [13, pp7]. When the higher
failure rates of a component at the beginning (infant mortality or
burn-in period) and at the end (wear-out period) of its lifetime
are excluded, then there is strong empirical evidence that the
failure rate during its normal lifetime is approximately con-
stant [13], [19]. This is equivalent to an exponential distribution
of the product’s lifetime and gives rise to a reliability function

that can be expressed as

(3)

Perhaps the most commonly encountered measure of a
system’s reliability is its MTTF, which is defined as follows:

MTTF (4)

With the exponential lifetime distribution substituted from
(3), the MTTF simply becomes

MTTF (5)

In a heterogeneous storage environment it is possible for each
physical disk drive to have its own MTTFand hence its own
failure rate (see Table II).

The mean lifetime of a system can be greatly prolonged if it
contains redundant modules that can be repaired when a com-
ponent failure occurs. This is the case for parity based storage
systems, where a parity group can run in degraded mode until a
failed disk is replaced and its data is recovered. Note that the re-
pair time for a nonredundant system, such as a single disk drive,
is by definition unimportant for its analytically computed re-
liability because if any of its components fail, then the whole
system has failed1 (see the discussion of Table II). A redundant
system can continue to operate while being repaired (albeit with
less performance) and its mean time to repair (MTTR) is crucial
because it provides a “window of opportunity” during which a
second component failure may result in a system failure. Hence,
a short MTTR is very desirable. The MTTR2 is often difficult
to model analytically, and it must usually be estimated or mea-
sured [13, pp205]. If the operating environment of the system
is known, then an estimate can be given. For example, if spare
disks are at hand and service personnel is part of the staff at
the site location, a MTTR of a few hours should be realistic. If
spare parts must be ordered or service personnel called in, then
the repair time may be in the order of days or even weeks. For
the analytical models, the repair rate is commonly denoted

1In practice, being able to salvage the valuable data on a device in a timely
manner is often important.

2It is customary to refer to MTTR as the mean-time-to-repair, even though for
most practical purposes a failed magnetic disk will be replaced and not repaired.
In such a case, the MTTR should include the time to rebuild the lost data on the
new disk.
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and for exponential distributions MTTR . In a hetero-
geneous environment, the repair rate may not be the same for
all disk types; hence in the most general case each disk has its
own repair rate .

2) Markov Model for a Single Parity Group: Markov
models provide a powerful tool for basic reliability modeling if
the system is composed of several processes (such as a failure
process and a repair process) [13], [19]. Each component of
such a model is assumed to be independent. However, log-
ical disks produced by the disk merging technique are not a
priori independent, because several of them may map to the
same physical disk drive. Conversely, fractions of a single
logical disk may be spread across several physical disks. In
Section II-C.III we will derive the mean time to failure for
each individual logical disk in a storage system, such that the
necessary independence for the Markov model is preserved.

Fig. 4 shows the Markov model for a single parity group com-
prised of independent disk drives. The states are labeled with
the number of disk failures that the array is experiencing. For
example, in state 0 all disks are operational. Then with proba-
bility disk becomes unavailable and a transition is made to
one of the states labeled 1. With probabilityrepairs are com-
pleted and the array is again in state 0. Or, with probability
a second disk fails and the transition to state 2 indicates that an
unrecoverable failure has occurred. As illustrated, the number
of states of the model is , i.e., it is quadratic
with respect to the parity group size. The evaluation of such
a model is computationally quite complex, especially for larger
values of . Hence, we propose the following two simplifying
assumptions.

1) The repair rate is the same for all the disks in the
system, i.e., . It is likely
that the time to notify the service personnel is indepen-
dent of the disk type and will dominate the actual repair
time. Furthermore, disks with a higher storage capacity
are likely to exhibit a higher disk bandwidth, leading to
an approximately constant rebuild time.

2) The probability of a transition from any of the states 1 to
state 2 (a second failure) is the sum of the failure rates
of all the remaining disks of the group (i.e.,
minus the one failure rate that led to the transition from
state 0 to 1). In the most general case (because of het-
erogeneity), each disk can have a different failure rate.
Hence, the correct solution requires cases in each
of which we subtract the failure rate of the first disk that
failed from the sum. To establish a single case and a closed
form solution we propose to always subtract the smallest
failure rate of any disk in the group. Hence, by or-
dering (without loss of generality) according to de-
creasing values, , we can ex-
press the probability of a transition from state 1 to 2 to
be . This approximation will lead to the highest
value for the sum and therefore the shortest
parity group lifetime. In other words, our estimate for the
lifetime is conservative, and in most cases the real lifetime
will be slightly longer.

Fig. 4. Markov model for a heterogeneous disk array (one parity group). The
labels in each state denote the number of disk failures encountered by the array.
State 2 is a trapping state, i.e., the probability of exiting is zero, meaning the
array has failed.

With these assumptions, the Markov model is simplified to
three states as shown in Fig. 5 and can be solved using a set
of linear equations and Laplace transforms [13], [19]. In Sec-
tion III, we will illustrate that the simplifications result only in
minor differences between the simulation experiments and the
analytical results.

If the expression of does not need to be obtained,
MTTSL can be found more easily [19]. Beginning in a given
state , the expected time until the first transition into a dif-
ferent state can be expressed as

(6)

where

(7)

and

(8)

The solution to this system of linear equations includes an
expression for the expected time beginning in stateand
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Fig. 5. Simplified Markov model for a heterogeneous disk array.

ending on the transition into state , that is, for MTTSL. For
the Markov model in Fig. 5, this system of equations is

(9)

(10)

(11)

The resulting mean lifetime of a single parity group of indepen-
dent heterogeneous disks is shown in (12)

MTTSL (12)

Under most circumstances, the repair rate MTTRdisk
will be much larger than than any of the failure rates

MTTRdisk . Thus, the numerator of (12) can be simplified
as presented in (14) (see [19, p. 141])

MTTSL

(13)

MTTFdisk MTTFdisk
MTTRdisk

(14)

If all the failure rates are equal, i.e.,
, then (14) will, fortunately, correspond to the derivation

for a homogeneous disk RAID level-5 array with group size
(see [5])

MTTSL
MTTFdisk

MTTRdisk
(15)

where MTTFdisk is the mean-time-to-failure of an individual
disk, MTTRdisk is the mean-time-to-repair of a single disk, and

is the parity group size. Both (14) and (15) capture the proba-
bility of an independent double disk failure within a single parity
group.

Example 1: Consider a parity coded disk array consisting
of three Cheetah 36 and two Cheetah 73LP disk drives

. The mean time to failure of the Cheetah 36 series is
MTTFdisk h and for the Cheetah 73LP series it is
MTTFdisk h (see Table II). Assuming an average
repair time of MTTRdisk h, then the MTTSL approaches
1 064 000 years.

By comparison, a homogeneous array consisting of five
Cheetah 36 disks would have a similar mean lifetime of
MTTSL years. The numerical results confirm our
initial goal of analytically computing the MTTSL for hetero-
geneous disk arrays.

3) Logical Disk Independence: The Markov model of the
previous section assumes that all the disks are independent. This
assumption is not guaranteed for disk merging, because one
logical disk may map to several physical disks and vice versa.
Hence, to be able to apply (14) at the logical level of a disk
merging storage system, we will need to derive the mean time
to failure of each individual, logical disk. Two cases are pos-
sible: 1) a logical disk maps to exactly one physical disk and
2) a logical disk maps to multiple physical disks. Consider each
case in turn.

If a logical disk maps completely to one physical disk then
its life expectancy is equivalent to the lifetime of that physical
disk. Consequently, it inherits the mean time to failure of that
disk. For example, the mean lifetimes of the logical disks
and of Fig. 2 are 1 000 000 h each.

If, on the other hand, a logical disk depends on multiple phys-
ical disks, then it will fail whenever any one of the physical disks
fails. Hence, we can apply the harmonic sum for failure rates of
independent components [6]

MTTF
MTTF MTTF MTTF

(16)

As an example, consider applying the above two observations
to the the four logical disks in parity group of Fig. 2. This will
result in the following mean lifetime for each logical disk:

MTTF

MTTF

MTTF

MTTF (17)

Recall that, if multiple logical disks map to the same physical
disk, then a failure of that physical drive will concurrently render
all its logical drives unavailable. For the aforementioned reason,
all logical disks that map to the same physical disk must be
assigned to different parity groups (see Fig. 2).

4) Multiple Parity Groups: Large storage systems are typi-
cally composed of several parity groups. All of the groups need
to be operational for the system to function properly. If the
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TABLE IV
ANALYTICAL RESULTS FORTHREE TECHNIQUESWITH THE SAME DISK STORAGESYSTEM CONSISTING OF15 DISK DRIVES (FIVE CHEETAH 18, 5 CHEETAH 36,

AND FIVE CHEETAH 73LP). THE PARITY GROUPSIZE ISG = 5 AND MTTR = 6 HOURS FOR ALLTHREE CONFIGURATIONS

groups are assumed to be independent, then the system can be
thought of as a series of components. The overall reliability of
such a configuration is

Series (18)

where is the number of parity groups and is the
individual reliability function of each group.

The overall mean lifetime MTTSL of a series of groups can
then be derived from the harmonic sum of the individual, inde-
pendent failure rates of all the components, as shown in (19) [6]

MTTSLSystem
MTTSL MTTSL MTTSL

(19)

Consider the simple example shown in Fig. 2. Three parity
groups are formed from 12 logical disks, which in turn have
been constructed from six physical devices. The physical
MTTFdisk are assumed to be 1 000 000 h (, , , and ),
respectively, 1 200 000 h ( and ), corresponding to Cheetah
36 and Cheetah 73LP devices (see Table II). Each logical disk
inherits its MTTFdisk from the physical drive it is mapped to.
For example, MTTF h.

The resulting mean lifetimes for both group and ,
are MTTSL MTTSL years, while the
MTTSL is 1 831 368 years [(12)] . The mean time to failure
for the whole storage system is therefore

MTTSLSystem

(20)
Such an extraordinarily high reliability will minimize the

chance of failure during the physical lifetime, say ten years, of
the storage system.

III. EXPERIMENTAL RESULTS

A. Analytical Analysis

We compared the three HERA techniques, independent
subservers, dependent subservers, and disk merging with each

other based on a disk subsystem configuration consisting of five
Seagate Cheetah 18 (model ST118 202LC), five Cheetah 36
(ST136 403LC), and five Cheetah 73LP (ST373 405LC) disk
drives. Our main goal was to observe the resource utilization
and the MTTSL for all three techniques.

Table IV summarizes the results obtained from the analytical
models of Section II. The five Cheetah 18 disks provided a total
of 90 GB of storage, the Cheetah 36 180 GB, and the Cheetah
73LPs 365 GB, for a total of 635 GB. For all techniques, a parity
group size of was chosen, resulting in a maximum usable
aggregate capacity of 80% or 508 GB. The total bandwidth for
all the 15 disk drives is approximately 400 MB/s. Once seek op-
erations, rotational latencies, etc., are factored in and the most
cost-effective operating point is selected a maximum of 790 si-
multaneous streams can be supported3. Because the load dou-
bles within a parity group that experiences a disk failure, we
limit the system utilization to 50% or 395 streams. Hence only
a double-disk failure in a parity group will cause the termination
of some streams and therefore a loss of service.

For technique 1, the independent subserver paradigm, we
based our observations on a triple modular redundancy (TMR)
scheme, where two out of three units need to function for
continued operation (we replicated movies accordingly) [13,
pp 215]. Because the Cheetah 18 and Cheetah 36 subservers
provide less than half of the total bandwidth and storage ca-
pacity, only 96 streams can be supported by this configuration.
However, this decision results in the highest MTTSL and cost
per stream among the three techniques. With technique 2,
dependent subservers, a much higher utilization of bandwidth
and storage space can be achieved. However, the mean lifetime
is also considerably lower. The disk merging system provides
a high storage capacity and achieves the same throughput as
technique 2, but it reduces the amount of memory required
slightly for continuous media which, in turn, reduces the cost
per stream. The MTTSL of this technique is the lowest among
the three paradigms, but it is still sufficiently high for most
practical applications. The main advantages of disk merging
over technique 2 are as follows. First, a single block size is used
across the complete storage system. This greatly simplifies
caching and other server component implementations (i.e., the
block to packet conversion and the scheduling). Second, while

3The bandwidth of a stream is assumed to be 3.5 Mb/s, e.g., MPEG-2.
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Fig. 6. (a) Two heterogeneous test storage systems. (b) Configuration parameters.

with technique 2 each subserver needs to consist of enough
disk drives to form at least one complete parity group, there is
no such requirement for disk merging. Even a single disk of a
different model can be utilized. Overall, disk merging provides
similar performance to dependent subservers while supporting
more flexible storage configurations.

B. Simulation Experiments

In a second step—to verify our analytical models—we com-
pared their output with the results obtained from a reliability
simulator that was specifically designed for this purpose. Ini-
tially, the simulator was provided with a physical and logical
storage configuration as well as a mapping between the two.
The simulator then generated random, exponentially distributed
failures based on the mean time to failure of each of the phys-
ical disks. A failed disk was assumed to be repaired within a
fixed time of MTTRdisk h. The simulator monitored the
parity groups consisting of logical disks for two or more con-
current failures. The time between two double-failures (termed
events) was recorded as the lifetime of the storage system. To
obtain an average value a total of 10 000 system failure and re-
covery cycles were simulated to obtain the mean time to service
loss, MTTSL. Note that the simulator used the real failure rate
of the disks involved at all times and hence did not make the
simplifying assumption 2. of the analytical Markov model (see
Section II-C-II).

1) Comparison of Analytical Versus Simulation Results: For
our first experiment we selected two heterogeneous storage sys-
tems that were configured with logical disks by the configura-
tion planner of Section II-A. Fig. 6(b) lists the details of the two
setups. Both configurations consisted of six physical disk drives,
however, one was constructed with two types (4Cheetah 36
and 2 Cheetah 73LP), while the other consisted of three types
(2 Cheetah 18, 2 Cheetah 36 and 2 Cheetah 73LP). Fig. 6
illustrates the results. The experiments were performed with two
different simulation modes resulting in two values per configu-
ration. The lower value assumes that all logical disks are truly

independent in their failures. However, this is not the case when
parts of one physical disk map to several logical disks. In this
mode, a physical disk failure that causes two (or three, etc.)
parity groups to fail simultaneously is recorded as two (respec-
tively three, etc.) separate events. This value underestimates the
system reliability achieved in practice, however it is shown here
because it reflects what the analytical model computes. As illus-
trated, these simulation results are very close to the analytical
prediction (within 17%). In simulation mode two (the higher
value), multiple related failure occurrences are counted as just
one event and hence the result is more indicative of the real ex-
pected lifetime of a system. In all cases, the the analytical model
never overestimates the reliability (i.e., it always produces a
conservative estimate).

2) Impact of Logical-to-Physical Disk Mapping and Com-
parison With RAID5: The reliability of storage systems that
consist of different physical devices cannot be compared di-
rectly with each other. In this section, we chose one physical
storage system with eight identical disks to perform various
comparisons. Table V lists the six different setups for the re-
liability tests. The physical storage system consisted of a set of
eight disk drives. Six different configurations (a)–(f) were real-
ized and tested. All physical disks could accommodate one, two
or three logical disk drives. These configurations were chosen to
allow direct comparisons between four different disk merging
and two homogeneous RAID 5 setups. The six storage con-
figurations are listed in the order of increasing complexity in
Table V.

Configurations (a) and (b) represented two standard, ho-
mogeneous RAID level–5 arrays with a parity group size
of 4. They were introduced as a reference and baseline for
comparisons with the disk merging variants. The difference
between (a) and (b) was the assumed reliability of the disks,
with MTTFdisk h and MTTFdisk
h, respectively. For configuration (c) each physical disk with a
MTTFdisk h was split into two independent log-
ical drives for a total of 16 logical disks. Four parity groups of
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TABLE V
SIX STORAGE CONFIGURATIONS BASED ON EIGHT PHYSICAL AND 16 LOGICAL DISKS EACH [NO LOGICAL DISKS

IN CASE OF(a) AND (b)] AND A PARITY GROUPSIZE OFG = 4

Fig. 7. MTTSL for six storage configurations based on eight physical and 16 logical disks [(c) through (f)] and a parity group size ofG = 4. See Table V for
detailed configuration parameters.

size 4 were formed from these 16 disks. To maximize indepen-
dence, no two disks of a single parity group mapped to the same
physical disk. Configuration (d) was an extension of (c) in that
it assumed a reduced mean lifetime of MTTFdisk
h for half of the physical disks. Configurations (e) and (f) were
similar to (c) and (d) but with the additional complexity of
mapping four of the logical disks to two physical disks each,
i.e., four physical disks were divided into logical
disks. Again, care was taken to maximize independence among
the parity groups.

Fig. 7 shows the resulting mean lifetimes for each of the
configurations (a) through (f). The RAID 5 configuration of
Fig. 7(a) provides a MTTSL of 10.1 h. Because of the
quadratic nature of (15), the same RAID 5 system will have a
reduced mean lifetime of approximately if
the reliability of the disks is divided by a factor of 1.2—see
Fig. 7(b). The simulation results for Fig. 7(c)–(f) shows two
values each. As indicated in the previous section, the lower value
assumes that all logical disks are independent and hence this re-
flects the assumptions of the analytical model. As illustrated,
these simulation results are very close to the analytical predic-
tion.

The simplest and most reliable disk merging configuration,
shown in Fig. 7(c), achieves approximately the same actual re-

liability as compared with the RAID 5 setup of (a). The reason
for the analytical reliability of 50% is the increased number of
parity groups (4) as compared with the RAID setup (2). Config-
uration (d) provides a lower reliability because half of the phys-
ical disks have a reduced MTTFdisk of 1 000 000 h. The analyt-
ical models for mixed mean time to failures of Section II-C-II in-
troduced some simplifying assumptions which lead to a conser-
vative estimate of the mean lifetime. Consequently, in Fig. 7(d)
both simulation results are higher than the analytical predic-
tions. In configurations (e) and (f), a physical disk may be part
of up to three different parity groups, which further reduces the
overall reliability of the system. However, all the disk merging
configurations achieve a level of reliability at the same order of
magnitude as their homogeneous counterparts, while providing
increased configuration flexibility.

IV. CONCLUSION AND FUTURE DIRECTIONS

In this study we investigated parity-based fault tolerance
techniques for heterogeneous storage systems. We introduced
a framework that extends RAID to allow a mix of physical
disk drives to be protected from data and service loss. The
result was an analytical model to compute the MTTSL, which
we verified through simulation experiments. The examples
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provided were specific to nonoverlapping parity groups. For
the disk merging technique, we have specified both design
rules and algorithms that provide the necessary independence
of logical disks among each other and across parity groups for
the successful application of parity-based data redundancy.

The presented planner produced multiple configurations to
supply optimized solutions for different applications. In this
paper, we described a lower bound on the number of parity
groups required for successful implementation of our disk
merging technique during normal mode of operation. Note
that this planner must be extended if the application desires to
specify requirements in the presence of one or more failures.
Design of such a planner must consider both the placement of
data and scheduling techniques in support of continuous display
in the presence of failures (see [1] and [16]). The specified
requirement may results in a different number of parity groups.
Such a planner requires further investigation and will shape our
future research activities.
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