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Presently, digital continuous media (CM) are wellablished as an integral part of many applicatiddih
High Definition (HD) displays becoming increasingtpmmon and large network bandwidth available, high
quality video streaming has become feasible an@ln@wovative applications possible. However, tiegority

of the existing systems for HD quality streaming d&ased on offline content, and use elaborate thudfe
techniques that introduce long latencies. Thereftitese solutions are ill-equipped for interactreal-time
applications. Also, due to the massive amount ofa deequired for the transmission of such streams,
simultaneously achieving low latency and keeping Handwidth low are contradictory requirements. Our
HYDRA project (High-performance Data Recording Atehture) focuses on the acquisition, transmission,
storage and rendering of high resolution media sastHD quality video and multiple channels of audio
HYDRA consists of multiple components to achieve dverall functionality. Here we elaborate on the |
streaming capabilities of HYDRA that enables mesti@aming across an IP based network with commodity
equipment.

Categories and Subject Descriptors: C.28briputer-Communication Networks]: Distributed Sytems -
Distributed applications; H.5.2 [Information Interfaces and Presentation]: User Interfaces User-centered
design; Interaction styles; Input devices and strategies.

General Terms: Streaming, high definition media.
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1. INTRODUCTION

Presently, digital continuous media (CM) are well esthbd as an integral part of many
applications. With High Definition (HD) displays becomingrieasingly common and
large network bandwidth available, high quality video stiegrhas become feasible and
novel, innovative applications possible. However, th@riig of the existing systems for
HD quality streaming are based on offline content, and laberate buffering techniques
that introduce long latencies. Therefore, these solsitae ill-equipped for interactive
real-time applications. Also, due to the massive amafndata required for the
transmission of such streams, simultaneously achievinglatency and keeping the
bandwidth low are contradictory requirements. Here wesgmiethe live streaming
component of our High-performance Data Recording Architec(HYDRA) project.
HYDRA has been motivated by our research in the afr@astributed Immersive Perfor-
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mances (DIP). DIP investigates the feasibility ofiegimg a collaborative performance
with musicians that are physically located in distribugedgraphical places. In such a
scenario, multiple streams of different media typeg.(eaudio and video) must be
transmitted between all the participants. At the same, tthe events need to be archived
in real-time, as they occur. Hence, the need ariseafture and store these streams with
an efficient data stream recorder that can handle lemtbrding and playback of many
streams simultaneously and provide a central repositorglf data. Here we focus on
the live streaming capabilities of the HYDRA systdmattenables HD quality video and
multiple channels of audio to be streamed across amsdbnetwork with commodity
equipment. This has been made possible due to the techablegicancements in
capturing and encoding of HD streams. Our goal was to proalucarchitecture that
integrates live streaming along with multi-strearnoreling by adapting and extending
proven algorithms where applicable, and introducing neveeguts where necessary. The
project raises practical issues such as loss recoudfgr Imanagement, playback latency
optimization and multiple stream synchronization.

The rest of this report is organized as follows. In iSac2 we will briefly introduce
the overall HYDRA architecture and then detalil ite lstreaming component. In Section
3, we will elaborate on the experiments that we have dorfar. Related research work
is discussed in Section 4. Finally, Section 5 concluldissréport and discusses some of
our future research directions.
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Figure 1: Two IMSC students, Dwipal A. Desai and Moses Rawaee watching a live, high definition video
stream with a two-way setup in the laboratoriet)8C.
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2. APPROACH

The design and implementation of the recording and playbagabilities that are at the
core of the design of the HYDRA architecture are dbedriin detail elsewhere
[Zimmermann 2004]. Here, we provide a short introduction thgttlights some of the

challenges and issues to provide the reader a betterstantiing of how the storage and
archival component of HYDRA relate to its live stream

2.1 HYDRA Design Overview

Currently, digital continuous media (CM) form an integpalt of many applications.
Two of the main characteristics of such media are thahgl) require real time storage
and retrieval, and (2) they require high bandwidths andespgacer the last decade, a
considerable amount of research has focused on therffietrieval of such media for
many concurrent users. Scant attention has been padrters that can record such
streams in real time. However, more and more devices pratiteet digital output
streams. Hence, the need arises to capture and stseedtreams with an efficient data
stream recorder that can handle both recording and playbackaofy streams
simultaneously and provide a central repository fodath. The HYDRA project focuses
on the design of a large scale data stream recorderg@all was to produce a unified
architecture that integrates multi-stream recordingratribval in a coherent paradigm
by adapting and extending proven algorithms where applicablé introducing new
concepts where necessary. The project investigaaetiqal issues such as the support of
multizone disk drives, variable bit rate media, and diskes that have a different write
than read bandwidth.

The environment that we are considering envisiossaable data stream recorder
operating in an IP network environment. Multiple, geograplyichstributed sources, for
example video cameras, microphones, and other seresmysire data in real time,
digitize it and send it to the stream recorder. We assbatghe source devices include a
network interface and that the data streams are tréiednm discrete packets. A suitable
protocol for audio and video data traffic would be thelfe®e Transport Protocol (RTP)
[Schulzrinne 1996] on top of the Universal Datagram RatqUDP). The client-
recorder dialog that includes control commands such agdrgmause, resume, and stop is
commonly handled via the Real-time Streaming Prot(R®ISP) [Schulzrinne 1998].

The data stream recorder includes two interfaces taacttevith data sources: (1) a
session manager to handle RTSP communications, and (2) multigeording gateways
to receive RTP data streams. A data source contteitte recorder by initiating an RTSP
session with the session manager, which performtoging functions: (1) admission
control for new streams, (2) maintaining RTSP sessigith sources, and (3) managing
the recording gateways. As part of the session éshafént the data source receives
detailed information about which recording gateway wihdle its data stream. Media
packets are then sent directly to this designated gatelwgassing the manager.
Multiple recording gateways are supported by each streaonder, providing scalability
to a large number of concurrent streams and remokimdattleneck caused by having a
single entry point for all packets. Specifically, eachording gateway performs the
following functions: (4) handling of errors during transsions, (5) timestamping of
packets, (6) packet-to-storage-node assignment and rowdimdy, (7) storage node
coordination and communication. A recording gateway forwardsniing data packets
to multiple storage nodes. Each storage node manages one or more local diskestora
devices. The functions performed in the storage nodeg8arpacket-to-block (P2B)
aggregation, (9) memory buffer management, (10) block datzmlent on each storage
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device, (11) real time disk head scheduling, and (12) vetrecheduling for outgoing
streams.

The HYDRA architecture also includes a mode of opamnatihich is calledpass-
through. The pass-through mode can be enabled for each strdamdurlly. In effect, it
combines the recording and playback functionalities aravides an immediate live
forwarding of the stream data (the data may still oorntly be recorded). The media
data that is transmitted in this manner can be viewad@tote location with a rendering
unit. Figure 1 shows a demonstration of the system irdiff&rent rooms on the campus
of the University of Southern California. The live stréag capabilities and its
challenges are described in the next section.

2.2. HYDRA Live Streaming

Figure 2 illustrates the block diagram of the HYDRA higHirdion live streaming
system (without the storage components). High resolutamecas capture the video that
is then sent over an IP network to the receiver. Adudin be transmitted either by
connecting microphones to the camera and multiplexiegdaita with the video stream,
or by sending the sound as a separate stream. The igaiesnsubsystem uses the RTP
protocol and implements selective retransmissionpdaket loss recovery. The streams
are decoded at the receiver side to render the video and audio

: Microphone |

m— :

1

: Stream i Stream

! Cameras | Transmitter/ :j:' Transmitter/

i Receiver ! = Receiver
1

i |

| Rendering g i

' System (Audio | § !

! + Video) ] !

| ' |

1

: Feedback for |

: Synchronizatio |

Figure 2: The HYDRA live streaming block diagram. Multiptameras/microphones are connected to the
stream transmitter, which is connected to the kereaiode via an IP network. The audio and videeastrs are
then decoded and rendered.

Our current implementation includes a camera interfaceatguires digital video
from a JVC JY-HD10U camera via FireWire (IEEE 1394) in HEmat (1280x720
pixels at 30 frames per second). The MPEG-2 data producethéycamera is
encapsulated on an IEEE 1394 isochronous channel accordinge ttE@61883-4
“Digital Interface for Consumer Audio/Video Equipment’reard and must bextracted.
The resulting MPEG transport stream is packetized and aam lb transmitted at
approximately 20 Mb/s over traditional IP networks such asltkernet. At the client
side, the received data stream is displayed through eitbaftware or hardware decoder.
Section 2.3 elaborates on the decoding challenges.
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The system uses a single retransmission algorithm {dapalos 199&immermann
2003] to recover lost packets. Buffering is kept to a mimmto maintain a low
transmission and rendering latency. Our design canxtended to support multiple
simultaneous video streams along with multi-channel souad ithmersive 10.2 channel
audio). The issues related to the synchronization of strdams are currently being
investigated. As noted earlier, the system integnatdsthe HYDRA recording system,
which focuses on recording of events that produce a mult@bigh bandwidth streams.

Figure 3: High definition video streaming equipment. Top:Shuttle XPC computer complemented with a
JVC JY-HD10U camera and a DLP projector are thammafly required equipment at each user locatiom. (I
the picture, the local video of the camera is diget.) Bottom: The setup is quite portable — freft to
right: the camera, the projector, and the comploser:

2.3 HD Video Rendering
We are currently experimenting with the JVC JY-HD10U carder to achieve high
definition resolution. This camera includes a built-in MB2Based codec capable of both
encoding and decoding approximately one megapixel (i.e., 1280kii@0gs at a rate of
30 frames per second. The compressed data rate is appayig@Mb/s and hence can
be stored onto a DV tape in real-time. This formataed HDV (vww.hdv-info.org
and a number of manufacturers have announced their suppitrt f

The decoding functionality of the JY-HD10U electronicsised to display recorded
tapes on the camera LCD viewfinder and also to procdearnalog Y-Pb-Pr signals that
allow the connection of an HDTV directly to the camcordée digital data stream from
the camera is only available in compressed form enbihilt-in FireWire port. As a
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consequence, if the media stream is transmitted owetveork, the rendering component
requires a MPEG-2 HD decoder. Various hardware and seftoaions for decoding of
streams are considered to achieve the best qualitg wiite minimal latency. HYDRA
currently employs the following two solutions:

1. Hardware-based: When improved quality and picture stalalié of paramount
importance we use the CineCast HD decoding board fraeta Research. An
interesting technical aspect of this card is thatotnmunicates with the host
computer through the SCSI (Small Computer Systems In&rfaotocol. We
have written our own Linux device driver as an extensibthe generic Linux
SCSI support to communicate with this unit. An advantagaisfsolution is that
it provides a digital HD-SDI (uncompressed) output faryugigh picture quality
and a genlock input for external synchronization.

2. Software-based: We use the libmpeg?2 library — a highly aptginrendering code
that provides hardware-assisted MPEG decoding on cuyesrgration graphics
adapters. Through the XvMC extensions of Linux’ X11 greahuser interface,
libmpeg2 utilizes the motion compensation and iDCT hardwagabilities on
modern graphics GPUs (e.g., Nvidia). This is a very effective solution. For
example, we use a graphics card based on an Nvidia FX 5200tf@P0an be
obtained for less than $100. In terms of performance thfapsachieves
approximately 70 fps @ 1280x720 with a 3 GHz Pentium 4. Figwsieods the
fan-less graphics card in our Shuttle XPC computer.

Figure 4: MPEG-2 decoding is achieved with a Nvidia FX 52f#%ed graphics card. The Linux supplied
drivers accelerate the iDCT and motion compensatieps required for MPEG-2 decoding.

Table 1 illustrates the measurements that we perfomitedthe software decoder based
on the libmpeg?2 library. Two subalgorithms in the MPE@oding process- motion
compensation (MC) and inverse discreet cosine trams{@CT) — can be performed
either in software on the host CPU (labeled SW in @ablor on the graphics processing
unit (GPU, labeled HW in Table 1). The tests were peréat on a dual Xeon 2.6 GHz
processor Hewlett-Packard xw6000 workstation with an NVIDIA@adNVS 280 AGP
graphics accelerator. The grey fields indicate rea¢ t{and better) performance. As can
be seen from the results, real time decoding is possitiichardware assist.
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Video Format AT SC 1080i ATSC 720p HDV 720p
Frame resolution 1920 x 1080 1280 x 720 1280 x 720
Frames per second 30 (60 interlaced) 60 progressive 30 progressiv
Compressed bandwidth 40 Mb/s 40 Mb/s 20 Mb/s
Rendering parameters;

SW MC & iDCT 17.90 fps 30.37 fps 31.35 fps

HW MC & iDCT 33.48 fps 63.28 fps 67.76 fps

Table 1. Software decoding of MPEG compressed HD videoenwdt with the fast libmpeg2 library. Two

subalgorithms in the MPEG decoding processmotion compensation (MC) and inverse discreet mesi

transform (iDCT)— can be performed either in software on the hodt) C®W) or on the graphics processing
unit (GPU; HW). Grey fields indicate real time atter performance.

2.4 Audio Rendering

The JVC JY-HD10U cameras include a built-in stereo rpicone as well as a stereo
jack that allows external microphones to be connected.atheired audio signals are
compressed according to the MPEG-1 layer 2 standardNIBEG 1S-11172). The
resulting audio bitrate is 384 kbps at a sampling frequendg &Hz. We currently use
an open source software decoder, mpg123, to render the aaditethivia a soundcard.

2.5 Delay Measurements
One of the most critical aspects when transmitting, liateractive media streams is the
end-to-end latency that is experienced by the participdis. technical tradeoffs are
between the following parameters: (1) video quality (thisnostly determined by the
resolution of each video frame, the number of bitseéxh of the three transmitted colors,
and the number of frames per second), (2) transmissiodwidth, and the (3) end-to-
end delay. The ideal transmission system would achieyehvgin quality while requiring
minimal bandwidth and producing low latency. However, iina world design, a system
must find a good compromise among these three param8teretimes the available
devices will constrain some of the design space. Fompbea the JVC JY-HD10U
camera produces good picture quality. The built-in MPEGpeessor is very effective
considering that the camcorder was designed to run onybptierer for several hours.
The unit produces a reasonable output bandwidth of 20 Mibéshigh compression ratio
is achieved by removing temporal redundancies acrosgpgraf six video frames (also
called inter-frame coding in the MPEG standard with aigraf-picture (GOP) size of 6).
Therefore, video frame data must be kept in the cameraany for up to six frames
resulting in a (6 f)/(30 fps) = 0.2 second camera lateRigre 5 illustrates the complete
end-to-end delay across the following chain: cameras@e& encoder) — acquisition
computer — transmission — rendering computer (decoder) — disfayhis experiment
we directed the camera at a stop watch application runming @éomputer screen. We
then took still pictures showing both the stop watch appdin and the rendered video of
it. The achieved latency for video only is approximatdllO milliseconds, which,
considering the complex computations involved in coding/decotibgMPEG-2 is
surprisingly good. We repeated this experiment a numbémett Note that the monitor
refresh rates of approximately 60 Hz (i.e., 16.7 ms perdyazan sometimes result in
blurry snapshots of the stop watch with a resolution ah&0

The bottom picture in Figure 5 illustrates the videcagebhen audio rendering is
enabled at the receiver. The audio data, coded in MB#B P format, must be extracted
from the combined MPEG transport stream. In our curiraptementation, this stream
splitting introduces additional delay for the video. Aewsh in the photograph, the video
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delay rises to about 440 milliseconds. We believe thtit further optimizations of the
rendering code the video latency can be reduced to adetsr to video-only decoding.
The above solution is probably suitable for applicatiomkere interactive

communication involves discussions between two or meoelp, e.g., business meetings.
However, for other scenarios, such as a musical inienaloetween remote locations as
described in Section 3.2, the delay is too long. Ouiirpirghry experiments show that
players experienced the highest difficulty in creatiriglat ensemble at 50 ms and above.
Therefore, we are currently investigating other degigints in the parameter spectrum.
For example, uncompressed video acquisition and rendennliglwirastically reduce the
delay at each end point. On the other hand, the trasgmmibandwidth required will be
vastly increased.

Figure 5: The top picture shows the latency of the complédeo chain: camera — acquisition computer —
transmission — rendering computer — display, wittlia rendering disabled. For this experiment weai&d
the camera at a stop watch application running oaraputer (left). The camera rendering is showrthen
right display. As can be seen, the stop watch re@ds3:01 while the transmitted time shows 20:427Tite
difference of 0.31 seconds represents the enddodeleo latency.

The bottom picture shows the same setup with atefidering enabled at the receiver side. Because the
audio data must be extracted from the arriving MREZBSsport stream via a splitter, the video istglig
more delayed. In the shown experiment the delayappsoximately 0.44 sec.
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The audio delay was measured with the setup shown ineFiguiAn audio source
produced a sound signal which was then split with a Yecattb two paths. The signal
on the test path was sent to the microphone inputseocatinera and then passed through
the HYDRA HD live streaming system. Note that thenesa compressed incoming audio
signals into a perceptually coded MPEG layer 2 form8Bdtkbps. The audio signal was
converted back to its analog form in the rendering compidex xegular sound card. The
measuring device recorded two audio signals arriving héaath directly from the
source and the test path.

Audio rendering

through
sound card

Microphone inputs

on camera
Network
Transmission | &
Attenuator

Ei]))) Audio recording

(direct and delayed
] channels) and
Audio Source cross correlation.

Figure 6: The setup for audio delay measurements.

Figure 7 shows the original (top) and delayed (bottom)casijnals acquired by the
measuring recorder. Due to effects of compression/de@ssipn, the delayed audio
signal looks slightly different than the original wavefo To compare the two signals we
used the cross-correlation estimate function for WAfil&s available in Matlab. The

program is shown in Figure 8. By repeating the measemesrseveral times we obtained
delays of between 17,000 to 18,000 samples. With a sampliagpfat8 kHz, these

results correspond to audio delays of 354 to 375 msec.

| I I i
0o 10 20 30 40 time(sec)

Figure 7: The original signal (top) and the transmittedggled) audio signal.

With both audio and video rendering enabled, the audio delayslightly less than
the video delay: 375 msec versus 440 msec. This trangladd®ut 2 frames of lip-sync
mismatch. We believe that the HYDRA software can bth&rroptimized such that the
video delay is very close to the audio delay. Recall ¥ideo only decoding can be
achieved with 310 msec latency. For comparison purposealso investigated other
solutions that are available, such as the VideoLAN&iINE media players. However,
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because these applications were not designed for treansing and employ quite
significant buffering, latencies in excess of 1 second wesasured. This makes them
quite unsuitable for our purposes.

chorLR = wavread('wave_filename’);
samplerate=48000;
chorL=chorLR(:,1);
chorR=chorLR(:,2);
cL=chorL(1e4:1e5);
cR=chorR(1e4:1e5);

[XL,iL]=max(xcorr(cL,cR));
[xNew,iNew]=max(xcorr(cR,cR));
distance=iL-iNew;
delay=distance/samplerate;

Figure 8: The Matlab program used for delay measuremeatsngss-correlation function estimate.

3. EXPERIMENTS

During the last year we have concentrated on the deargh initial prototype
implementation and evaluation of the live streamingiesy. Some of the highlights of
the past year were as follows.

On Thursday January 29, 2004, we used the HYDRA live stregsystem to
demonstrate a two-way videoconferencing setup betwes@ bhd the University of
Hawaii (a distance of approximately 5,000 km). Duringt@eminute linkup, two of Prof.
Zimmermann's students in IMSC’s data management reseabohatory — Dwipal A.
Desai and Moses Pawar — explained the technical detaileeafystem to researchers
attending a meeting of the Asia-Pacific Advanced Netw@APAN) Consortium in
Honolulu. Figure 9 shows two pictures of the event. (Nbtd these are screenshots
taken from an HD video, not still photographs).
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Figure 9: Two IMSC students, Dwipal Desai and Moses Pawaee,watching a live, high definition video
stream at USC transmitted from the APAN meetinglanolulu. They later interacted with the audience i
Hawaii through this bi-directional setup.

3.1 Distributed Immersive Performance

One of the key initiatives at USC’s Integrated Medyst&ms Center (IMSC) is a real-
time and multi-site distributed interactive and coll@hve environment called
Distributed Immersive Performance (DIP) [Sawchuk 2003Jhe DIP project is an
embodiment of IMSC’s goal to develop the technologiesinafersive and other
integrated media systems through research, engineering, education and iatustri
collaborations [McLeod 1999]. Our vision iwhmersive technology is the creation of a
complete audio and visual environment that places peoplevimual space where they
can communicate naturally even though they are in diffgaieysical locations. The DIP
project investigates a comprehensive framework forctpure, recording and replay of
high-resolution video, audio and MIDI streams in an interacenvironment for
collaborative music performance, and user-based experitoedéetermine the effects of
latency in aural response on performers’ satisfactiih the ease of creating a tight
ensemble, a musical interpretative and adaptatiofnegoconditions. As a system, it
facilitates new forms of creativity by enabling ramoand synchronous musical
collaborations. Musical collaboration demands a levefidglity and immediacy of
response that makes it an ideal testbed for pushing bolimiteeof human perception as
well as technology innovation. The performance of suglystem can be measured and
quantified through the capture, replay and analysis of mansicteraction and the digital
music signals they create. The experiments mark tgmriag of our efforts to study
comprehensively the effects of musical interaction offex Internet in a realistic
performance setting.

In our current experiments, illustrated in Figure 9, wetseHYDRA live streaming
components to capture and monitor high-definition videloothh musicians. In this setup,
the full HYDRA architecture with its recording comporeig employed to archive video,
audio and MIDI streams synchronized with common time stariipe users (and
evaluators) of this musical collaboration environmeamt a professional piano duo, Vely
Stoyanova and llia Tosheff (the Tosheff Piano Duaw.tosheffpianoduo.cojn award-
winning expert musicians who have been performing togsthee 1997. By engaging a
professional piano duo for the experiments, we can fotegeffects of learning in the
analyses. In the first set of experiments, the du@pedd each of the three movements
of Poulenc’'sSonata for Piano Four-hands with zero visual delay (in the same room,
seated across from each other) and varying degresmwblled audio delay (between 0
ms and 150 ms). In the second set of experiments, thevdrmped parts to test for
symmetry in the effects of sensory delay on the perdos. Musician satisfaction with
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the interactive environment is documented through a quesiienrand their ensemble
synchrony will be quantified computationally in future asely based on the
comprehensive set of MIDI data obtained.

Figure 9: Vely Stoyanova and llia Tosheff (of The Toshefla®® Duo) performing audio latency
experiments in one of USC's laboratories.

One of the main challenges of synchronous collaboraii@r the network is the
effect of audio and video latency and reduced physiesegpice on ensemble synchrony
as well as musical interpretation. In our preliminarsuits the users judged that, with
practice, they could adapt to audio delays below 65 ms. Ifirgstitwo experiments the
piano duo was seated directly across from each other emmk twere experiencing no
visual delay. The HYDRA live streaming system wasmgrily used for stream
monitoring, since its inherent end-to-end delay ishimh to make it suitable for video
transmissions between remote performers. Howeverpitldvbe very appropriate for
recreating the performance event for an audiencetaitwat a third location. Our future
plans include the development of a fully networked DIPigarthat uses low latency
video between performers and high resolution, higher latédep to the audience.

4. RELATED WORK

The goal of this project is to achieve high quality atmang with minimal latency such
that it can be used for interactive applications. Tlaeeecommercial systems available to
stream media content, however, they are either nooteséd on low resolution or content
that is stored offline. Such systems use very large Isufied other mechanisms to
reduce the bandwidth requirement that increase the jatend are unsuitable for
interactive applications. Microsoft's Windows Media, Agdp Quicktime and
RealNetwork’'s RealOne are examples of such systemble Gampanies currently
broadcast high definition TV programs. However, they hawvers limited support for
extensions that Internet based streaming can achieeh, & interactivity and high
quality multi-channel audio. Our streaming system is spedji designed to integrate
with the large-scale HYDRA recording architecture.nés the combination of low
latency and high quality media streaming offered by HYDRAGt currently available in
any other existing commercial systems.
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On the research front, several implementations andusimations of HDV over IP
were discussed as part of the HDTV video and HDTV BafdBeather sessions at the
17th APAN (Asia-Pacific Advanced Network) Meetings/Joireci Workshop held on
January 28 and 29, 2004. The workshop venue was the Univerkigyaifii in Honolulu,
and Michael Wellings and James W. DeRoest from Internet&@chChannel
demonstrated HD and SD video-on-demand applications freattlS to Hawaii, using
the popular VideoLAN Www.videolan.oryy media player. Over the last few years, the
ResearchChannel has performed several advanced stredemrapstrations such as a
270 Mbps HD video transmission to Busan, Korea, a 19.2M3C 1080 / 60i HD
transfer from Seattle to Los Angeles, and an uncosspce HD transmission, featuring
1080/60i HD video at 1.5 Gigabits as Packet over SONETdR Seattle to Denver.
Most of these demonstrations required very specializddastly equipment.

At the same workshop, K. Okamura from Kyushu Univeraitd Reiji Aibara from
Hiroshima University presented a HDV live streamingesysthat also uses Victor's JY-
HD10 camera. The implementation was Linux based and teévee used special PCI
cards to decode MPEG2 to HDTV. The talk presented thesimgaitation details and a
local demonstration with both the camera and the displape workshop venue was
shown. The HYDRA system was also demonstrated wittw@way transmission
between Los Angeles and Honolulu. Several other group®iiea (based at K-JIST and
KAIST) and Japan are working on HDV streaming systamd on integration issues
related to the AccessGrid projeatviw.accessqgrid.ong

Other research groups have experimented with distribuiéaborative performance
environments. One of the latest initiatives takes filrm of a Berlin-Paris network
concert to take place at the eighth International Cultdeaitage Informatics Meeting
(ICHIM) in August, 2004 [ICHIM 2004]. Previous experimentslide a Network Jam
session between Stanford’s SoundWIRE Group and McGillddsity on 13 June, 2002
[Stanford’s SoundWIRE], and live demonstrations (a distdd Trio) and presentations
documented by Eve Schooler [Schooler]. As a departure fhe previous one-time
demonstration/performances and a step towards rigorady sf performance in the
time-delayed environment, the Stanford SoundWIRE group leaslucted several
experiments to quantify the effects of collaborationrae Internet by analyzing the
ensemble accuracy of two persons clapping a short tertlatking rhythmic pattern
[Schuett 2002, Chafe 2004]. As far as we know, our experinmerdlving professional
musicians performing complex composed pieces is thesfidt evaluation experiments
on arealistic scale.

5. CONCLUSIONS AND FUTURE RESEARCH
We have presented a live streaming framework spedyfitaigeting very high resolution,
multi-channel video and audio transmissions to enabléviteest in immersive
environments. We plan to continue working on the techraspects of our system,
specifically targeting (1) the integration of the liveesiming components with our high-
speed immersive media stream recorder prototype thatllolv recording, archiving
and playback of multiple streams of different media types (2) the reduction of the
latency among the participants. By extending its capisilind evaluate its performance,
we expect that HYDRA will be able to support the requeeta of the Distributed
Immersive Performance project. Up-to-date informatian be found on our home page
atdmrl.usc.edu/hydra.html

The Distributed Immersive Performance experiments nieglbeginning of a series
of experiments to study and understand the effects of netdeldys and a virtual
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environment on musical ensemble, interpretation angtabgity. Future studies will

incorporate detailed analyses of the users’ comments|hasvguantitative measures of
musical synchronization derived by computational meansitbBaly, we plan to extend
our experiments to three- and n-way collaborative, immwesttivities.
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